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ABSTRACT

Features and specifications such as The statieedaflient’s existing checking account, The duratbthe credit
period in months, The client’s credit history, Tinerpose for the credit, The credit amount requestbd client’s savings
account/bonds balance and ...., And the differegthods used to determine good customers from tthe@beounts, but the
large volume of outstanding bank loans. This papezstigates the practice of credit scoring antbihices the use of the
clustered support vector machine (CSVM) for credibrecard development in Iran. Accordingly, witkaanple of 3000,
this study shows that the CSVM can achieve comparabels of classification performance while reniag relatively
cheap computationally. Classifications by model @5Yactors affecting lack of timely repayment of ditefacilities
include: The client’'s housing arrangements (i.en ¢dleir home, rent, or live for free), the applicamonthly income, the

duration of the credit period in months, How toured, the credit amount requested.
KEYWORDS :Credit Risk, Credit Scoring, Clustered Support \dedfiachine

INTRODUCTION

In recent years, credit risk assessment has a&traggnificant attention from managers at finanaiatitutions
around the world. This increased interest has Ire@o small part caused by the weaknesses of rgisisk management
techniques that have been revealed by the regamdial crisis and the growing demand for consuenedit. Addressing
these concerns, over past decades credit scormdpdmome increasingly important as financial insths move away
from the traditional manual approaches to this nameanced method, which entails the building of plax statistical
models. Many of the statistical methods used tédberiedit score cards are based on traditionakiflaation techniques
such as logistic regression or discriminated amalyBhus, many specially tailored optimization alons have been
proposed. The first class of such algorithms tt@solve the entire optimization problem by solviageries of small
problems. The basic techniques include chunkingdemdmposition, which were discussed by Boser. &itad success of

algorithms depends on an appropriate criteriorifferactive set selection and an efficient strategyache the matrix.

This paper investigates the suitability for crestibring of a recently developed support vector rnmecbhased
algorithm that has been proposed by Gu and Han3j2Uheir clustered support vector machine has lsbemn to offer

comparable performance to kernel based approadhiéss iemaining cheap in terms of computational time
CREDIT SCORING

Credit scoring can be viewed as a method of meaaguhie risk attached to a potential customer, glyamg
their data to determine the likelihood that thespextive borrower will default on a loan. AccorditagEisenbeis (1978),
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Hand and Jacka (1998), and Hand, Sohn, and Kim5(26@dit scoring can also be described as theststat technique

employed to convert data into rules that can be tsguide credit granting decisions.

As a result, it represents a critical process fita's credit management toolkit. Durand (1941) iped that the
procedure includes collecting, analyzing and cfgsgl different credit elements and variables inlarto make credit
granting decisions. He noted that to classify a'rcustomers, the objective of the credit evabrapirocess, is to reduce
current and expected risk of a customer being “bfad credit. Thus credit scoring is an importaethnology for banks

and other financial institutions as they seek taimize risk.

RELATED WORKS

Over the years, the demand for consumer credititereased exponentially. According to Steenackemd a
Goovaerts (1989), this increase in the demandrfetticcan be attributable to the increased levetoasumption and the
reliance on credit to support this activity. In tbieited States, this rising level of consumeristiofeed the introduction of
the first modern credit card in 1950s, so thath®y 1980s over 55% of American households owne@ditorard. Crook,
Edelman, and Thomas (2007) posited that by thig,tim the US, the total amount of outstanding comeucredit was
over $700 billion. Comparatively, at the end of 2013 this figure had risen to a staggering $28i0on, a 400%

increase.

Henley (1994) noted that the increasing demanddosumer credit has led to the development of npaagtical

the scoring models, which have adopted a wide rahgtatistical and nonlinear methods.

Orgler (1970) was one of the first researchers ge linear regression for credit scoring. He usegtession
analysis to model commercial loans and to evalaatstanding consumer loans. Conducting this workelaéized that this

approach was somewhat limited but could be useehview loans.

Similarly, Mays (2001) posited that a number ofi@as techniques have been used to build creditirsgor
applications by credit analyst, researchers, arftivace developers. These techniques have includestriminated

analysis, linear regression, logistic regressi@tjsion trees, neural networks, support vector ina@shk-means, etc.

In recent times, the use of more complex non-liteahniques, such as neural networks, and supgeatbr
machines, to build credit scoring applications b@sn significant increases in the reported accuaadyperformance on
benchmarking datasets. Irwin, Warwick, and Hunt9&)9and Paliwal and Kumar (2009) both provide ewade that
advanced statistical techniques yield superiorgserdnce when compared to traditional statisticahtéjues, such as
discriminated analysis, probity analysis and lagisegression. Masters (1995) also provided evidethat the use of
sophisticated techniques, such as neural netwaiks,essential because they had the capability te excurately model
credit scoring data that exhibits interactions ammvature. However, as pointed out by Hand (200@) increased

performance of these more advanced techniques

Could be illusionary and if real, diminished duestufts in the class distribution over time. Thiddwing sub-
sections present a brief discussion concerning safntbe classical and advanced statistical modsésl dor credit risk

assessment.

As has been noted in the preceding paragraphsenaidje of statistical and more.
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MEASURES & METHOD OF RESEARCH

Modern classification technique applied to creddrgng is the support vector machine. First devetbpy Cortes
and Vapnik (1995) for classification problems, wpport vector machine attempts to find the optisggdarating hyper
plane among the classes by maximizing the margiwd® them. Here, points lying on the boundariesraferred to as
support vectors, while the middle of the margicafied the optimal separating hyper plane. Itis thargin maximization
property of the support vector machine that is $aikad to its state-of-the-art classificationfpanance. However, like

the artificial neutral network this technique iseof criticized as being a “black box “

Furthermore, it remains computationally expensieative to traditional statistical methods. Suppd@ector
Machines (SVM) technique is one of the most powesfassification techniques that was successfuligliad to many
real world problems. Support Vector Machines argebaon the idea of mapping data points to a higtedsional feature
space where a separating hyper plane can be fdumsl.mapping can be carried on by applying the é&etrick which
implicitly transforms the input space into anottiégh dimensional feature space. The hyper-planeomputed by
maximizing the distance of the closest patterres, imargin maximization, avoiding the problem ofeno¥itting. The
separating hyper plane, i.e., maximal margin, isitbusing a quadric programming routine which ispatationally very
expensive. Furthermore, this routine depends ondltee set size, taking impractical time when degliith huge data sets.
Proposed a fast training algorithm based on quiektification of support vectors, however, thegalthm appears to
have some difficulties in dealing with linearly seable training data set. In addition, Keerthilgbraposed an algorithm

based on observations about the geometrical piepert support vector machines.

Understanding the Support vector machines (SVM)nawe generation of machine learning techniquesteave
shown strong generalization capability for manyadatining tasks. SVM can handle the nonlinear diassion by
implicitly mapping Input samples from the input ti@e@ space into another high dimensional featuacepwith the
nonlinear kernel function. Many applications, sahData Mining and Bio-Informatics, require the gassing of huge
data sets. The training time of SVM is a serioustatie for this kind of data sets. , it would talears to train SVM on a
data set of size one million records. Many promssve been submitted to enhance SVM to increaséraining
performance, either by random selection or by aypration of the marginal classifier. However, thay still not feasible
with large data sets where even multiple scanstifeedata set are too expensive to perform, oy e up losing the

benefits of using an SVM by over-simplification.

Therefore, SVM may be more effective to reveal nbalinear sequence to structure relationship thandgéns
clustering does. The superior performance for foeal classification inspires us to explore thatiehship between the

protein sequence and its structure with SVM.

Since SVM is not favorable for a large dataset, eliad of one SVM over the whole sample space camtgi
almost half million data samples is impracticalrtRarmore, each subspace of the whole sample smacesponds to
different local 3D structures in our applicatiorhi§ paper proposes a new approach for enhancingaiméng process of
SVM when dealing with large data sets. It is basedhe combination of SVM and clustering analy3ise idea is as
follows: SVM computes the maximal margin separatiaga points; hence, only those patterns closetetanargin can
affect the computations of that margin, while otheints can be discarded without affecting thelfreault. Those points

lying close to the margin are called support vext@ve try to approximate these points by applyiogtering analysis.
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Traditionally, clustering algorithms can be classifinto two main types, namely, hierarchical cuisty and
partitioning clustering. Partitioning, also call@idt clustering, directly seeks a partition of tata which optimizes a
predefined numerical measure. In partitioning @tisg, the number of clusters is predefined, artdrdgning the optimal
number of clusters may involve more computatiorzst ¢han clustering itself. Furthermore, a priatowledge may be
necessary for initialization and the avoidanceochl minima. As a result, construction of one S\ the whole sample
space cannot take advantage of the strong gersratizpower of SVM efficiently. The disadvantage mfilding one
SVM over the whole sample space motivates us tasiden the theory of granular computing. Using tlvde-and-
conquer principle, granular computing is able teidk a complex data-mining problem into a seriesioialler and
computational simpler problems. To combine the thedf granule computing and principles of the statal learning
algorithms, we propose a new computational modéda&lustering Support Vector Machines (CSVMs)imr work. In
this new computational model, one SVM is built é&ach information granule defined by sequence alisteated by the
clustering algorithm. CSVMs are modeled to leare tionlinear relationship between protein sequerazesb their
structures in each cluster. SVM is not favorable l&mge amount of data samples. This paper forredlat supervised
clustering method SVM cluster based on an SVM fraork for learning structured outputs. The algoritlecepts a
series of “training clusters,” a series of set@@s and clustering’s over that set. The methadnke a similarity measure
between item pairs to cluster future sets of itémghe same fashion as the training clusters theniag algorithm’s
correctness depends on an ability to iterativetyl fand introduce the most violated constraint. Sifiading the most
violated constraint is intractable for clusteringe use existing clustering methods to help find agproximation.
However, CSVMs can be easily parallelized to spggdhe modeling process. After gaining the knowted@ddpout the
sequence to structure relationship, CSVMs are usguledict distance matrices, torsion angles awdrstary structures

for backbone a-carbon atoms of protein sequencaeets.

Since K-means clustering is computationally effitidor large data sets with both numeric and caiegb
attributes, K-means clustering is chosen as thaujgtion method in our study. With the K-means ttiag algorithm,
data samples with similar characteristics can loeiged together. As a result, the whole sample sggapartitioned into
subspaces intelligently and the complex data miniogk is mapped into a series of computationalictable simpler

tasks. Different number of initial clusters wernedrand based on these results, clusters weremhose

In many problems of machine learning, the datatgaine distributed non-linearly. In this case, dinelassifiers
such as linear support vector machine and linegression are not able to classify the data poiotsectly, because they
fail to consider the underlying structures of coaxpllata (e.g., clusters and manifolds). One waptee this problem is to
train a nonlinear classifier such as kernel supperdtor machine, which implicitly maps the inputtalanto a high
dimensional (or even infinite dimensional) featapace and learns a hyper plane in the new feapageso separate the
mapped data. Unfortunately, although the trainifgjreear SVM has received substantial advance eghst years, the

best known time complexity of training a kernel S\Wktill quadratic to the number of examples.

Therefore, it is necessary to develop some classifivhich are able to handle the nonlinear datdewtaving
considerably lower time complexity than nonlinekassifiers. In our study, we are interested indangargin classifiers,
because they are based on max-margin principleshwikitheoretically sound. They have also achieyedt success in a

wide range of applications.

In this paper, we propose a novel large marginsidias namely Clustered Support Vector Machine (&8VIn
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particular, we first divide the data into severhisters by K-means, and in each cluster, we trdinear support vector
machine. To avoid over-fitting of each local SVMe wadd a global regularization, which requires theaght vector of
linear SVM in each cluster aligning with a globafarence weight vector. The resulting CSVM can ffieiently solved

by stochastic gradient descent, or dual coordidaeseent.

Although SVMs are stable in high-dimensional sp&é.the choice of optimal subset of features \aitlalitional
features and waste removal classifier performanderims of accuracy, speed and cost improve. lantegears, support
vector machines as one of the most efficient diasdhave been stable. One of the factors affectirgperformance of
support vector machines, parameters is. Choosiagotiiimal subset classified as input another ingmbrstep in the

optimization of support vector machines to classiéyns-spectral images.

Based on the literature, characteristics that affestomer credit behavior include: Features aratifipations
such as: The status of the client’s existing cheglkiccount, The duration of the credit period imthe, The client’s credit
history, The purpose for the credit, The credit antadequested, The client’s savings account/bodEnioe, The client’s
present employment status, The client’s personarifat) status and sex, Whether the client is aatetr guarantor of
credit granted, by another institution, The numbkeyears spent at present residence, The typeagfepty possessed by
client, The client’s age in years, Whether thentlizas other installment plans, The client’s hogisimrangements (i.e. own
their home, rent, or live for free), The numbeeristing credits the client has at the bank, Thentk job, The number of
people for whom the client is liable to provideaimenance for Whether the client has a telephéfresther the client is a
foreign worker, The number of months at currentrads, the applicant’s marital status, The numbeatependents, The
age of first dependent, The age of second depentleatage of third dependent, The applicant’s egment status, The
number of years employed with current employer, T amount, The loan purpose, The loan type, dpmicant’s
monthly income, The applicants monthly expenditofeéhe credit file is received from clients useddetermine good

customers from the bad accounts.

Consistent with Harris (2013) the term evaluatiogtn will be used when referring to the metricdiskiring the
training phase, and the term performance metrid esaefer to the measure used to report modelormeance at the

reporting phase.

The Area under the Receiver Operating Characterf®0DC) curve (AUC) is designated as the primarydeho
evaluation metric and performance metric in thiglgt The AUC measure is highlighted as in belowneh&81, represents

the sum of the ranks of the creditworthy clients.
Sensitivity= True Positive/( True Positive + Fatemative)
Specificity= True Negative/( False Positive + TNiegative)
AUC=(&s1 _ Sensitivity)*(: Sensitivity +1)*0.5/( Sensitivity +Specificity)

A number of other performance metrics are also use@port the performances of the classifiers tges in
this paper. For example, Test accuracy, as inss eported as it measures how accurately thetcapgiicants on a

withheld test dataset are classified.

Test accuracy = (True Positive/( True Positive alsé Positive))+( True Negative/( False Negativerue

Negative))
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An arguably more meaning full measure of classifierformance is the balanced accuracy (BAC). Theasure
avoids the misleading affects on accuracy causeathbglanced datasets by showing the arithmetic méarnsitivity and
specificity. Since skewed datasets are a commounrgawe with real world credit scoring datasets theasure may be

more relevant.
MODEL CSVM

In this section CSVM approach and the use of MATLABd variables listed above, to classify the custsn
credit status will be discussed. For this purposeabse when drawing classification, data shouldwmedimensional
drawing, significant criteria in selecting pairs \adriables in the log it regression or homogeneityhe variables to be
considered on the basis of logic. Then, for eadh gfafirst (class) variable considered in the MAAR code as it is
created Classifieds. And then classified basederotitput software offers the graph. In the finalleation for each class
CSVM models with test data collection with analysissariance and sensitivity criteria diagnostiteria and benchmarks

to measure overall accuracy has to be well fittedach class.
» Classifieds how to ask about the monthly income ISVhe applicant’s monthly income, How to refund)
Software code, this class is as follows:
clc
clear all;
Din=xIsread('D3In.xls");
load DOUT
X =Din(,[2,6]);
y = DOUT,

%

%SVMModel = CSVM(X,y);%returns an SVM classifieatned using the predictors
%in the matrix X and class labels in the vectoo¥ dne- or two-class classification.
SVMModel = fitCSVM(X,y);

classOrder = SVMModel.ClassNames;

sv = SVMModel.SupportVectors;

figure;

gscatter(X(,1),X(,2),y);

hold on

plot(sv(,1),sv(,2),'ko','MarkerSize',10);

legend('badhesab’,'’khoshhesab’,'Support Vector");
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hold off

% Compute misclassification rate using stratifi@dfdld cross validation

% cp = cvpartition(y,'k',10); % Stratified crosslidation

% classf = @(XTRAIN, ytrain, XTEST)(classify(XTESTIRAIN,...

% ytrain));

%cvMCR = crossval('mcr', Xy, predfun’,classf, péoti',cp)

xlabel("How to pay");

ylabel('Average monthly income’);

title('Clustering based on the average amount afthip income and How to pay";

Output classification for class CSVM (The applicamhonthly income, How to refund) as follows

Chart 1 class diagrams CSVM (The applicant’'s mgntitome, How to refund)

g X 108 Clustering based on the average amount of monthly income and How to pay
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Chart 1

Table 1: Assessment Exam Review Classes CSVM (Thelicant’s Monthly Income, How to Refund)

Clustering Made TPB | TPG | SP | ST | TA | BAC
The applicant’s monthly income, How to refund404 | 1785| 0.99| 0.95| 1.94| 0.97
As can be observed classification accuracy and dkégbction and classification modeling is very good

Classifieds housing situation and about the amotintonthly income CSVM (The client’s housing arrantgents

(i.e. own their home, rent, or live for fre@he applicant's monthly income)
Software code, this class is as follows:

clc
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clear all;
Din=xIsread('D3In.xls");
load DOUT

X =Din(,[6,7]);

y = DOUT,

%
%SVMModel = CSVM(X,y);%returns an SVM classifieatned using the predictors
%in the matrix X and class labels in the vectooYdne- or two-class classification.
SVMModel = fitCSVM(X,y);

classOrder = SVMModel.ClassNames;

sv = SVMModel.SupportVectors;

figure;

gscatter(X(,1),X(,2),y);

hold on

plot(sv(,1),sv(,2),'ko','MarkerSize',10);

legend('badhesab’,'’khoshhesab’,'Support Vector");

hold off

% Compute misclassification rate using stratifi@dfdld cross validation

% cp = cvpartition(y,'k',10); % Stratified crosslidation

% classf = @(XTRAIN, ytrain, XTEST)(classify(XTESTIPRAIN,...

% ytrain));

%cvMCR = crossval('mcr', Xy, predfun’,classf, péoti’,cp)

xlabel('Average monthly income");

ylabel('Housing";

title('Clustering based on the average amount afthlp income and housing situation’);

Output classification for class CSVM (The clientisusing arrangements (i.e. own their home, rentiverfor

free), The applicant’'s monthly income) as follows:

Chart 2 class diagrams CSVM (The client’'s housimgragements (i.e. own their home, rent, or liveffee),The

applicant’s monthly income)
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Clustering based on the average amount of monthly income and housing situation
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Chart 2

Table 2 assessment exam review classes CSVM (Térd’slhousing arrangements (i.e. own their horast, ror

live for free),The applicant’'s monthly income)

Table 2

Clustering Made TPB | TPG | SP | ST | TA | BAC
The cller_wt s housing arrange_ment,s (i.e. own _themb, 392 1784] 0991 092 | 191 | 095
rent, or live for free)The applicant’s monthly income

As can be seen very high classification accuracydatection and classification modeling is verya@oo
As can be observed classification accuracy and dégbction and classification modeling is very good
CONCLUSIONS

Due to the outflow of MATLAB and evaluation tests fach class CSVM model that includes measurdgsama
of variance and sensitivity (the proportion of latomer accounts that were correctly classifiéaribstic criteria (the
accuracy of the model in the correct identificatgood customers implies), and the overall accufagych reflects the
ability of the model to classify all customers, wier good or bad account and the account is) beleded that CSVM
could very well be the probability of repayment ludink predict the actual customer, according eséichdiased on

classifications by model CSVM factors affectingkad timely repayment of credit facilities include:
e The client’s housing arrangements (i.e. own thema, rent, or live for free)
e The applicant’s monthly income
e The duration of the credit period in months
* How to refund
* The credit amount requested
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